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#### Abstract

Derivation of quantitative structure-activity relationships between pharmacological potencies and the electronic structure of molecules may often result in chance correlations, because of the large number of quantum chemical indices. Interrelationships between the parameters complicate the interpretation of the results. Quantum chemical indices of benzylamines, tetracyclines, and 1,4-benzodiazepines were transformed into mutually independent components using principal component analysis. The number of essential components was 3,4 , and 3 , respectively. The computational efforts needed to develop multivariate linear regression equations between these components and the pharmacological activities were reduced, since the regression coefficients were not affected by the inclusion of new parameters. In each example, the first component, which accounted for the highest part of the total sample variance in the electronic structure, was the most important one in determining pharmacological activity. It seems that besides the electrostatic forces, charge transfer also affected the inhibitory potencies of benzylamines.


Quantum chemical indices are used occasionally to predict the expected pharmacological activities of new therapeutic agents. ${ }^{1}$ Because the computation of these indices may be time consuming and expensive and also because the results are more difficult to interpret and often less relevant than the results obtained using empirical substituent constants, ${ }^{2}$ the latter are usually preferred to derive quantitative structure-activity relationships ${ }^{3}$ (QSAR). It is assumed that the substituent constants will model adequately the changes in the physicochemical properties caused by substitution, ${ }^{4}$ even if the chemical structure of the molecules is rather different from that of the reference compounds used to define these indices. This assumption is not necessary if direct experimental measurements are used to obtain the physicochemical indices or if quantum chemical calculations are done. Thus, quantum chemical indices may be useful in QSAR analysis, provided that both ground as well as excited state properties ${ }^{5}$ are considered. The various indices may be closely related to each other. Because of these intercorrelations, one must be cautions in interpreting the meaning of the multiple regression equations calculated between the pharmacological activities and the quantum chemical indices of molecules. ${ }^{6}$ A further problem arises if the number of pharmacological data, $n$, is small as compared to the number of indices, $m$. Increasing the number of parameters, the probability of finding change correlations will also increase. ${ }^{7}$
The aim of this paper is to demonstrate that the number of quantum chemical indices can be reduced, without losing information. Published results relating quantum chemical indices to pharmacological potencies were collected, and the quantum chemical indices were decomposed into mutually independent components. The term "independent" will mean in this paper that the correlation coefficient between the different parameters is zero. The transformation coefficients were calculated by using principal component analysis. ${ }^{8}$

Principal component analysis was used several times in QSAR studies. The investigations involved geometric descriptor indices, substituent constants, ${ }^{9-13}$ pharmaco-

[^0]logical activities, ${ }^{14,15}$ and the partition coefficient with the energy of the lowest molecular orbital. ${ }^{16}$ In this paper, only quantum chemical indices were considered. A good introduction to principal components regression is given by Kendall. ${ }^{17}$ Mason and Gunst investigated the problem of multicollinearity. ${ }^{18,19}$ Malinowski and Howery, ${ }^{20}$ Massy, ${ }^{21}$ and Hill, Fomby and Johnson ${ }^{22}$ investigated methods to determine the number of essential components.
The results of this study indicated that the number of essential factors is less than the number of primary indices and that the first component was the most important one in determining pharmacological activity.

## Methods

The method of calculation was essentially the same, used in a previous paper ${ }^{14}$ The set of $m$ primary quantum chemical indices of molecule $i(i=1,2, \ldots, n), x_{i 1}, x_{i 2}, \ldots, x_{i m}$, form the $n$ $\times m$ matrix $\mathbf{x}$. The actual values of variable $j$ form the column vector $\mathbf{x}_{j}$ of this matrix $(j=1,2, \ldots, m)$. Since the variables are not independent, the correlation coefficients calculated between them are not zero. The primary indices were adjusted to zero mean and unit standard deviation (eq 1), where $\bar{x}_{j}$ denotes the

$$
\begin{equation*}
\tilde{x}_{i j}=\frac{x_{i j}-\bar{x}_{j}}{s_{j}} \tag{1}
\end{equation*}
$$

mean value, and $s_{j}$ is the standard deviation of variable $j$. The transformed variables are dimensionless. This transformation does not alter the correlation coefficients. Following this procedure, a second transformation gives eq 2 , where $\tilde{\mathbf{x}}$ denotes the

$$
\begin{equation*}
\mathbf{X}=\tilde{\mathbf{x}} \mathbf{c} \tag{2}
\end{equation*}
$$

matrix of normalized primary indices, c denotes the $n \times m$ matrix of transformation coefficients, and the $n \times m$ matrix $\mathbf{X}$ consists
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Table I. Principal Components of Quantum Chemical Indices of Benzylamines (I) and Pharmacological Potencies ${ }^{a}$

| no. ${ }^{\text {b }}$ | substituents | $X_{1}{ }^{\text {I }}$ (45.3) | $X_{2}{ }^{\text {I }}$ (22.8) | $X_{3}{ }^{\text {I }}$ (15.5) | activities ${ }^{\text {c }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  | obsd | estd (eq 16) |
| 1 | $2-\mathrm{Cl}, 3-\mathrm{CF}_{3}$ | -3.29 | 0.25 | -0.22 | 6.82 | 5.74 |
| 2 | $2,3-\mathrm{Cl}_{2}$ | -3.04 | 0.83 | -0.64 | 6.23 | 5.52 |
| 3 | $3 \cdot \mathrm{CF}_{3}$ | -1.04 | -3.00 | 0.22 | 5.64 | 5.45 |
| 4 | $4-\mathrm{CF}_{31}$ | -0.08 | -2.11 | 1.88 | 5.20 | 4.87 |
| 5 | $3-\mathrm{Cl}$ | -0.78 | -0.09 | -0.20 | 5.07 | 4.76 |
| 6 | $3,4-\mathrm{Cl}_{2}$ | -3.09 | 0.42 | 1.15 | 4.97 | 5.62 |
| 7 | $2,5-\mathrm{Cl}_{2}$ | -1.23 | 0.97 | -0.55 | 4.82 | 4.73 |
| 8 | 2,4- $\mathrm{Cl}_{2}$ | -2.17 | 0.25 | 0.40 | 4.68 | 5.27 |
| 9 | $2-\mathrm{Cl}$ | -1.01 | 1.15 | -1.35 | 4.66 | 4.60 |
| 10 | $2-\mathrm{CF}_{3}$ | 0.40 | -2.00 | -1.10 | 4.64 | 4.64 |
| 11 | 2,3-( $\left.\mathrm{CH}_{3}\right)_{2}$ | 1.99 | 0.73 | -0.18 | 4.24 | 3.43 |
| 12 | $2-\mathrm{CH}_{3}$ | 1.67 | 1.17 | -0.41 | 4.17 | 3.47 |
| 13 | $2,6-\mathrm{Cl}_{2}$ | -0.15 | 0.54 | -2.03 | 4.08 | 4.37 |
| 14 | $4-\mathrm{Cl}$ | -0.31 | -0.02 | 1.02 | 4.07 | 4.54 |
| 15 | 3-F | 1.63 | -2.14 | 0.79 | 4.00 | 4.15 |
| 16 | $3,5-\mathrm{Cl}_{2}$ | -1.65 | 0.15 | 0.52 | 3.93 | 5.07 |
| 17 | 2-F | 1.84 | 0.16 | -1.14 | 3.87 | 3.61 |
| 18 | $3-\mathrm{CH}_{3}$ | 2.46 | -0.73 | -0.38 | 3.82 | 3.52 |
| 19 | 4-F | 1.59 | 0.22 | 1.06 | 3.17 | 3.70 |
| 20 | $4-\mathrm{CH}_{3}$ | 2.01 | 0.92 | -0.94 | 3.16 | 3.38 |
| 21 | H | 2.20 | -0.64 | -0.58 | 3.12 | 3.61 |
| 22 | $4-\mathrm{OCH}_{3}$ | 2.05 | 2.99 | 2.67 | 2.78 | 2.95 |

${ }^{a}$ The numbers in parentheses denote the percentage of the total sample variance explained by the variables. ${ }^{b}$ The quantum chemical indices were taken from ref 25. ${ }^{c} \mathrm{p} I_{50}$ (in moles per liter).

Table II. Principal Components of Quantum Chemical Indices of Tetracyclines (II) and Pharmacological Potencies ${ }^{a}$

| no. ${ }^{\text {b }}$ | tetracycline | $\begin{gathered} X_{1} \mathrm{II} \\ (36.2) \end{gathered}$ | $\begin{gathered} X_{2} \text { II } \\ (25.5) \end{gathered}$ | $\begin{gathered} X_{3}{ }_{3} \\ (18.3) \end{gathered}$ | $\begin{gathered} X_{4}^{\mathrm{II}} \\ (11.8) \end{gathered}$ | exptl act. ${ }^{\text {c }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 7-nitro-6-demethyl-6-deoxy- | 2.35 | 3.82 | -1.08 | 0.06 | 2.87 |
| 2 | 7-chloro-6-demethyl- | 0.52 | -0.68 | 0.11 | 0.09 | 2.71 |
| 3 | 7-chloro- | 0.55 | -0.83 | -0.02 | 0.36 | 2.60 |
| 4 |  | 0.61 | -0.70 | -0.06 | 0.40 | 2.43 |
| 5 | 5-oxy- | 0.60 | -0.66 | -0.03 | 0.33 | 2.41 |
| 6 | 7-amino-6-demethyl-6-deoxy- | 0.20 | -0.67 | 0.73 | -1.05 | 2.26 |
| 7 | 9-amino-6-demethyl-6.deoxy- | 0.14 | -0.73 | 0.77 | -1.07 | 2.16 |
| 8 | 6-demethyl-6-deoxy- | 0.48 | -0.07 | 0.48 | -0.76 | 1.98 |
| 9 | 7-bromo-6-demethyl-6-deoxy- | 0.35 | -0.16 | 0.70 | -0.39 | 1.71 |
| 10 | 9-nitro-6-demethyl-6-deoxy- | 1.19 | 2.58 | -0.04 | -0.09 | 1.65 |
| 11 | 9-(dimethylamino)-6-demethyl-6-deoxy. | -0.02 | -1.43 | 0.97 | -1.26 | 1.37 |
| 12 | 5a(6)-anhydro- | -6.12 | 1.89 | 0.40 | 0.02 | 1.19 |
| 13 | 12a-deoxy- | 0.12 | -0.73 | 1.31 | 3.21 | 0.41 |
| 14 | 7-chloro-5a(11a)-deoxy- | -0.96 | -1.62 | -4.25 | 0.16 | -0.47 |

[^1]of column vectors $X_{j}$, which are independent. The coefficients $c_{i j}$ forming matrix c , were obtained by using principal component analysis. ${ }^{8}$ The sum of the sample variances of the transformed indices $\tilde{x}_{j}$ is $m$ and is referred to as total sample variance. The sum of the variances of variables $X_{j}$ is also $m$. While the variance of each variable $\tilde{x}_{j}$ is 1 , the variances of variables $X_{j}$ are different. In this paper, $X_{1}$, the first component, denotes the variable with the highest variance, $X_{2}$, the second component, denotes the variable with the second highest variance, etc. Since these variances are the eigenvalues of the matrix of intercorrelation coefficients, the two terms will be used interchangeably.
The determination of the essential components caused some problems, since most methods used in factor analysis require the knowledge of the experimental error of the indices. ${ }^{20}$ Components having low variance are representing the experimental error and the random noise. These factors should be deleted. No "experimental error" can be attributed to quantum chemical indices. The inbedded error function, the factor indicator function, ${ }^{20,23}$ and the "eigenvalue larger than one" criterion ${ }^{24}$ could be tried here, since these methods do not require the information on the experimental error. The "eigenvalue larger than one" criterion was used in this paper, meaning that all eigenvalues and corresponding components above the average eigenvalue were

[^2]accepted and those below this value were rejected. If the matrix of correlation coefficients is diagonalized, the threshold value is 1.

The quantum chemical indices considered here were taken from the papers of Otto et al. ${ }^{25}$ (set I), Peradejordi, Martin, and Cammarata ${ }^{28}$ (set II), and Blair and Webb ${ }^{27}$ (set III). Set I consists

of 22 benzylamine (I) derivatives (Table I). The inhibitory activities against phenylethanolamine $N$-methyltransferase (PNMT) were tested by Fuller et al. ${ }^{28}$ The CNDO/2 method was used to calculate the charge density $(q)$ at atom $1\left(q_{1}\right)$, the sum of atomic charges at atoms 2-6 of the benzene ring ( $\sum q^{\prime}$, where the prime indicates that atom 1 is not added), the dipole moment ( $\mu$ ) and its orthogonal components ( $\mu_{x}$ and $\mu_{y}$ ), the first

[^3]Table III. Principal Components of Quantum Chemical Indices of 1,4-Benzodiazepin-2-one Derivatives and Pharmacological Potencies ${ }^{\text {a }}$

| no. ${ }^{\text {b }}$ | $\mathrm{R}_{1}$ | $\mathrm{R}_{2}$ | $\mathrm{R}_{2}{ }^{\prime}$ | $X_{1}{ }^{\text {III }}$ (49.4) | $X_{2}^{\text {III }}$ (39.3) | $X_{3}{ }^{\text {III }}$ (8.7) | activities ${ }^{\text {c }}$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  | obsd | estd (eq 25) |
| 1 | H | H | H | 3.04 | -0.76 | -0.03 | 0.37 | 0.41 |
| 2 | H | F | H | 1.87 | 0.60 | -0.84 | 0.40 | 0.70 |
| 3 | H | Cl | H | 1.84 | 1.15 | 0.11 | 1.13 | 1.14 |
| 4 | H | CN | H | 1.93 | 0.84 | 0.41 | 0.81 | 1.16 |
| 5 | H | $\mathrm{NO}_{2}$ | H | 0.66 | 2.92 | -0.03 | 1.75 | 1.75 |
| 6 | H | $\mathrm{CF}_{3}$ | H | 1.38 | 1.72 | 0.03 | 1.48 | 1.34 |
| 9 | H | $\mathrm{SCH}_{3}$ | H | 2.68 | -0.19 | -0.07 | 1.15 | 0.60 |
| 13 | $\mathrm{CH}_{3}$ | Cl | H | -1.44 | -0.50 | -0.12 | 1.45 | 1.56 |
| 14 | $\mathrm{CH}_{3}$ | $\mathrm{NO}_{2}$ | H | -2.09 | 0.89 | -0.08 | 2.07 | 2.01 |
| 15 | $\mathrm{CH}_{3}$ | $\mathrm{CN}^{2}$ | H | -1.38 | -0.54 | 0.20 | 1.74 | 1.65 |
| 16 | $\mathrm{CH}_{3}$ | $\mathrm{SCH}_{3}$ | H | -0.42 | -1.87 | -0.20 | 0.87 | 1.00 |
| 17 | $\mathrm{CH}_{3}$ | $\mathrm{N}\left(\mathrm{CH}_{3}\right)_{2}$ | H | -0.15 | -2.63 | -0.80 | 0.86 | 0.57 |
| 18 | $\mathrm{CH}_{3}$ | Cl | F | -1.12 | -0.69 | 1.13 | 1.78 | 1.86 |
| 19 | $\mathrm{CH}_{3}$ | Cl | Cl | -1.88 | 0.60 | -0.68 | 1.50 | 1.70 |
| 20 | $\mathrm{CH}_{3}$ | $\mathrm{NO}_{2}$ | F | -1.88 | 0.69 | 1.20 | 2.59 | 2.36 |
| 21 | $\mathrm{CH}_{3}$ | $\mathrm{NO}_{2}$ | Cl | -2.41 | 1.78 | -0.76 | 2.12 | 2.04 |
| 22 | $\mathrm{CH}_{3}$ | $\mathrm{NO}_{2}$ | $\mathrm{CF}_{3}$ | -0.65 | 0.58 | 0.80 | 1.86 | 1.89 |
| 23 | $\mathrm{CH}_{3}$ | H | F | 0.60 | -2.94 | 1.15 | 0.83 | 0.99 |
| 25 | $\mathrm{CH}_{3}$ | $\mathrm{N}\left(\mathrm{CH}_{3}\right)_{2}$ | Cl | -0.57 | -1.64 | -1.42 | 0.61 | 0.66 |

${ }^{a}$ See footnote $a$ in Table I. $b$ The quantum chemical indices were taken from ref 27. $c$ Log $\mathrm{ED}_{50}$ (in millimoles per kilo. gram) obtained by using the foot-shock test in mice. ${ }^{29}$

Table IV. Transformation Equations ${ }^{a}$

| equation | no. |
| :---: | :---: |
| $X_{1}{ }^{\mathrm{I}}=0.25 q_{1}+0.37 \Sigma q^{\prime}-0.42 \mu+0.24 \mu_{x}+0.36 \mu_{y}+0.44 \Delta E-0.02 \epsilon_{\text {HOMO }}+0.49 \epsilon_{\text {LEMO }}$ | 3 |
| $X_{2}{ }^{\mathrm{I}}=0.55 q_{1}-0.27 \Sigma q^{\prime}-0.02 \mu-0.04 \mu_{x}+0.23 \mu_{y}-0.33 \Delta E-0.67 \epsilon_{\text {HOMO }}+0.08 \epsilon_{\text {LEMO }}$ | 4 |
| $X_{3}{ }^{I}=0.07 q_{1}+0.30 \Sigma q^{\prime}+0.37 \mu-0.78 \mu_{x}+0.38 \mu_{y}+0.09 \Delta E-0.07 \epsilon_{\text {HOMO }}+0.08 \epsilon_{\text {LEMO }}$ | 5 |
| $X_{1}^{\text {II }}=0.07 q_{6}+0.14 q_{10}+0.27 q_{11}-0.48 q_{12}-0.26 E_{10}+0.26 N_{10}-0.15 E_{11}-0.45 N_{11}+0.40 E_{12}+0.39 N_{12}$ | 6 |
| $\begin{aligned} & X_{2}^{\mathrm{II}}=-0.32 q_{6}+0.55 q_{10}-0.32 q_{11}+0.20 q_{12}-0.46 E_{10}+0.43 N_{10}+0.02 E_{11}+0.22 N_{11}-0.002 E_{12}- \\ & 0.01 N_{12} \end{aligned}$ | 7 |
| $\begin{aligned} & X_{3}^{\mathrm{II}}=-0.27 q_{6}-0.17 q_{10}-0.45 q_{11}-0.06 q_{12}+0.21 E_{10}-0.16 N_{10}+0.33 E_{11}+0.22 N_{11}+0.47 E_{12}+ \\ & \quad 0.49 N_{12} \end{aligned}$ | 8 |
| $\begin{aligned} & X_{4} \text { II }=0.59 q_{6}+0.15 q_{10}+0.10 q_{11}-0.13 q_{12}-0.23 E_{10}-0.004 N_{10}+0.71 E_{11}+0.21 N_{11}-0.05 E_{12}+ \\ & 0.03 N_{12} \end{aligned}$ | 9 |
| $X_{1}{ }^{\text {III }}=-0.51 q_{1}+0.42 q_{2}+0.55 q_{3}-0.23 q_{4}-0.28 q_{0}+0.36 \mu$ | 10 |
| $X_{2}{ }^{\text {III }}=-0.28 q_{1}+0.44 q_{2}+0.15 q_{3}+0.44 q_{4}+0.54 q_{0}-0.46 \mu$ | 11 |
| $X_{3}^{\text {III }}=0.08 q_{1}+0.07 q_{2}+0.08 q_{3}-0.85 q_{4}+0.33 q_{0}-0.39 \mu$ | 12 |

${ }^{a}$ See footnote $b$ in Tables I-III. These equations are related to normalized quantum chemical indices.
singlet excitation energy ( $\Delta E$ ), and the energy of the highest occupied ( $\epsilon_{\mathrm{HOMO}}$ ) as well as of the lowest empty molecular orbital ( $\epsilon_{\text {LEMO }}$ ).

Set II consists of 14 tetracycline (II) derivatives (Table II).


Peradejordi et al. ${ }^{26}$ determined the inhibitory rate constants $(k)$ against Escherichia coli. Using the simple Hückel approach, the authors calculated the charge densities of atoms $6,10,11$, and 12 as well as the electrophilic $(E)$ and nucleophilic ( $N$ ) delocalizabilities of atoms $10-12$.

Set III consists of 19 1,4-benzodiazepin-2-one derivatives (III),

the pharmacological activities of which (Table III) were deter-
mined by using the foot-shock test. ${ }^{29}$ Blair and Webb ${ }^{27}$ used the CNDO/ 2 method to calculate the charge densities of atoms 1-4, the carbonyl oxygen ( $q_{\mathrm{O}}$ ), and the dipole moment.

The pharmacological potencies are denoted by $A^{Y}$, where the upper index $Y$ is used to specify the set $\{Y=I, I I, I I I\}$. The same index is used to specify the principal components $X_{j}{ }^{Y}$ (Tables IV and V).

## Results

The principal components of the total sample variance of set I were $3.62,1.82,1.24,0.66,0.36,0.17,0.07$, and 0.04 . According to the "eigenvalue larger than one" criterion, only the first three components were essential. These components are listed in Table I. The three components accounted for $83 \%$ of the total sample variance. Equations 3-5 (Table IV) define these components in terms of the primary normalized indices. The regression of the activities $A^{\mathrm{I}}$ on these components are expressed by eq 13-15 (Table V). Here $R^{2}$ denotes the square of the correlation coefficient, $s$ is the standard error of the estimate, and $F$ denotes the result of the $F$ test. ${ }^{30}$ Numbers in parentheses
(29) Sternbach, L. H.; Randall, L. O.; Banziger, R.; Lehr, H. In "Drugs Affecting the Central Nervous System", Berger, A., Ed.; Marcel Dekker: New York, 1973; Vol. 2.

Table V. Regression Equations Calculated between Pharmacological Potencies and the Principal Components of Quantum Chemical Indices ${ }^{a}$

| equation | $n$ | $R^{2}$ | $s$ | $F$ | no. |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Benzylamines (I) |  |  |  |  |  |
| $A^{\mathrm{I}}=-0.42( \pm 0.15) X_{1}^{\mathrm{I}}+4.42$ | 22 | 0.632 | 0.62 | 34.38 | 13 |
| $A^{\mathrm{I}}=-0.20( \pm 0.33) X_{2}^{\mathrm{I}}+4.42$ | 22 | 0.072 | 0.99 | 1.56 | 14 |
| $A^{\mathrm{I}}=-0.12( \pm 0.42) X_{3}{ }^{\text {I }}+4.42$ | 22 | 0.018 | 1.02 | 0.37 | 15 |
| $A^{\mathrm{I}}=-0.42( \pm 0.14) X_{1}{ }^{\mathrm{I}}-0.20( \pm 0.19) X_{2}{ }^{\mathrm{I}}+4.42$ | 22 | 0.705 | 0.57 | 22.66 | 16 |
| Tetracyclines (II) |  |  |  |  |  |
| $A^{\text {II }}=0.21( \pm 0.28) X_{1}^{\text {II }}+1.81$ | 14 | 0.184 | 0.88 | 2.70 | 17 |
| $A^{\text {II }}=0.16( \pm 0.36) X_{2}{ }^{\text {II }}+1.81$ | 14 | 0.070 | 0.94 | 0.90 | 18 |
| $A^{\text {II }}=0.28( \pm 0.40) X_{3}^{\text {II }}+1.81$ | 14 | 0.164 | 0.89 | 2.36 | 19 |
| $A^{\text {II }}=-0.29( \pm 0.51) X_{4}^{\text {II }}+1.81$ | 14 | 0.109 | 0.92 | 1.47 | 20 |
| $A^{\text {II }}=0.21( \pm 0.26) X_{1}^{\text {II }}+0.28( \pm 0.36) X_{2}^{\text {II }}-0.29( \pm 0.45) X_{4}^{\text {II }}+1.81$ | 14 | 0.457 | 0.79 | 2.11 | 21 |
| $A^{\text {III }}=-0.25( \pm 0.13) X_{1}{ }^{\text {III }}+1.34 \quad$ Benzodiazepines (III) | 19 | 0.483 | 0.46 | 15.87 | 22 |
| $A^{\text {III }}=0.20( \pm 0.18) X_{2}^{\text {III }}+1.34$ | 19 | 0.246 | 0.56 | 3.91 | 23 |
| $A^{\text {III }}=0.34( \pm 0.40) X_{3}^{\text {III }}+1.34$ | 19 | 0.158 | 0.59 | 3.20 | 24 |
| $A^{\text {III }}=-0.25( \pm 0.07) X_{1}^{\text {III }}+0.20( \pm 0.08) X_{2}^{\text {III }}+0.34( \pm 0.16) X_{3}^{\text {III }}+1.34$ | 19 | 0.887 | 0.23 | 39.26 | 25 |

[^4]denote the $95 \%$ confidence intervals of the regression coefficients. Equation 13 is significant at the $p<0.01$ level, since the calculated $F$ value was much higher than the theoretical one ( $F_{1,20, p=0.01}=8.10$ ). Components $X_{2}{ }^{\mathrm{I}}$ and $X_{3}{ }^{I}$ were inferior than $X_{1}^{1}$ (eq 14 and 15), but consideration of $X_{2}{ }^{\mathrm{I}}$ together with $X_{1}{ }^{\mathrm{I}}$ improved the multiple correlation coefficient significantly at the $p<0.05$ level, since the partial $F$ test ${ }^{30}$ yielded a value $F_{1,19}=4.46$ against the theoretical value $F_{1,19, p=0.5}=4.38$ (eq 16). Addition of $X_{3}{ }^{\text {I }}$ did not improve this correlation ( $F_{1,18}=1.17$ vs. $F_{1,18, p=0.25}$ $=1.41$ ). The overall $F$ statistics (Table V) indicated that eq 16 was significant at the $p<0.01$ level ( $F_{3,18, p=0.01}=$ 5.09). The multiple correlation coefficient is the Pythagorean sum of the simple correlation coefficients, ${ }^{8} R=$ $0.704^{1 / 2}=0.839=(0.632+0.072)^{1 / 2}($ eq 13, 14, and 16$)$.
The principal components of the total sample variance of set II were $3.62,2.55,1.83,1.18,0.50,0.27,0.05,0.004$, 0.002 , and $8 \times 10^{-8}$. The first four components that were essential according to the "eigenvalue larger than one" criterion are listed in Table II. These components explained $92 \%$ of the total sample variance. Equations 6-9 (Table IV) are defining these components in terms of the normalized primary indices. The regressions of the experimental potency ( $A^{\text {II }}$ ) on these components are given by eq 17-20 (Table V). The correlation coefficients were rather low; neither of them was significant at the $p<0.05$ level $\left(F_{1,12, p=0.05}=4.75\right)$. Combination of $X_{1}{ }^{\text {II }}, X_{2}^{\mathrm{II}}$, and $X_{4}{ }^{\text {II }}$ explained less than $50 \%$ of the variation in the dependent variable $A^{\text {II }}$ (eq 21), and the equation was not significant at the $p<0.05$ level ( $F_{3,10, p=0.05}=3.71$ ). Equation 21 could not be used for quantitative predictions.

The principal components of the total sample variance of set III were 2.97, 2.36, 0.52, 0.08, 0.06, and 0.02 . According to the "eigenvalue larger than one" criterion, only the first two components were essential, but it could be shown that the third component was still important in determining pharmacological activity (see below). The first three components $X_{1}{ }^{\text {III }}, X_{2}{ }^{\text {III }}$, and $X_{3}{ }^{\text {III }}$ are defined by eq 10-12 (Table IV), and the regressions of the experimental activities on these components are given by eq 22-24 (Table V). No multiple linear regression equation including all six quantum chemical indices was developed,

[^5]but it could be shown that the multiple correlation coefficient would be in this case $R=0.948$. The first components (eq 25) practically reproduced this figure ( $R=$ 0.942 ); the difference was not significant even at the $p<$ 0.1 level ( $F_{1,14}=1.67 \mathrm{vs} . F_{1,14, p=0.1}=3.10$ ). The first component was the "best" one; $48 \%$ of the variation in the pharmacological potencies was associated with $X_{1}{ }^{\text {III }}$ (eq 22). Consideration of $X_{2}{ }^{\text {III }}$ improved eq 22 significantly (eq 23) at the $p<0.01$ level, as indicated by the partial $F$ test ( $F_{1,16}=14.49$ vs. $E_{1,16, p=0.01}=8.53$ ); inclusion of $X_{3}{ }^{\text {III }}$ (eq 24) again improved the correlation coefficient significantly ( $F_{1,15}=21.04 \mathrm{vs} . F_{1,15, p=0.01}=8.68$ ).

The results are summarized by eq $26-28$. The coeffi-

$$
\begin{align*}
& A^{\mathrm{I}}=-0.22 q_{1}-0.10 \sum q^{\prime}+0.18 \mu-0.09 \mu_{x}-0.20 \mu_{y}- \\
& 0.12 \Delta E+0.15 \epsilon_{\text {HOMO }}-0.22 \epsilon_{\text {LEMO }}(26) \\
& A^{\mathrm{II}}=-0.28 q_{6}+0.03 q_{10}-0.15 q_{11}-0.05 q_{12}+0.08 N_{10}- \\
& 0.14 E_{11}-0.06 N_{\mathrm{ll}}+0.23 E_{12}+0.21 N_{12}(27) \\
& A^{\mathrm{III}}=0.10 q_{1}+0.01 q_{2}-0.08 q_{3}-0.14 q_{4}+0.29 q_{6}-0.31 \mu \tag{28}
\end{align*}
$$

cients are the sums of products of the transformation coefficients (Table IV) and the regression coefficients in eq 16,21 , and 25.

## Discussion

Application of principal components regression to quantum chemical indices reduced the computational efforts, since the order of parameters to be included into the multiple linear regression equations was determined by the absolute magnitude of the correlation coefficients calculated between the dependent variable and the respective components. Often, to get better results, all combinations in the parameters are tried in QSAR studies. Because of the large number of quantum chemical indices, thousands ${ }^{31}$ or ten thousands ${ }^{32}$ of combinations of these indices had to be investigated. This "walking around the data"33 could be avoided by using principal components regression. The

[^6]

Figure 1. Plot of the first against the second principal component of the quantum chemical indices of benzylamines ( O ), tetracycline derivatives ( $\mathbf{\Delta}$ ), and benzodiazepines ( $\mathbf{(})$. The lines separate the subgroups of benzylamines.
development of eq 16,21 , and 25 was easy, since the regression coefficients were not changed by the inclusion of new parameters.

In all examples, the first components were the most important ones in determining the pharmacological potencies.

Otto et al. ${ }^{25}$ had to try $\binom{8}{1}+\binom{8}{2}=36$ monovariate and bivariate combinations in the parameters and obtained $R$ $=0.88$ for $\mu_{x}$ and $\mu_{y}$. Based on this result, the authors suggested that electrostatic interactions may affect the pharmacological potencies of benzylamines. According to eq 26, all parameters affected to some extent the pharmacological response; $q_{1} \epsilon_{\mathrm{LEMO}}$, and $\mu_{\gamma}$ seemed to be the most important ones. The presence of index $\epsilon_{\text {LEMO }}$ in eq 26 indicated that charge transfer may also influence activity. Although the correlation coefficient ( $r$ ) between $A^{1}$ and $\mu_{y}$ was -0.83 , whereas the correlation between $A^{\mathrm{I}}$ and $\epsilon_{\text {LEMO }}$ was -0.71 , the former higher value may be a result of chance effects, since the coefficients of $\mu_{y}$ and of $\epsilon_{\text {LEMO }}$ were nearly equal in eq 26 .

For the series of tetracyclines, Peradejordi et al. ${ }^{26}$ considered 356 different combinations in the quantum chemical indices. The best regression equation involved seven parameters, and the multiple correlation coefficient was $R=0.993$. The results presented in this paper did not confirm the conclusions made by Peradejordi et al. ${ }^{26}$ The multiple correlation coefficient obtained by considering the essential components was much lower and was not significant. Thus, the value of $R=0.993$ may be a result of chance correlation, in accordance with the suggestion made by Topliss and Costello. ${ }^{7}$ Substitutions at saturated rings might cause local changes in the electronic structure, which could be simulated by using dummy variables. Although dummy variables may be used in QSAR analysis ${ }^{34}$ and also in factor analysis, ${ }^{20}$ the ones treated by Peradejordi et al. ${ }^{26}$ might be closely related.
For the benzodiazepine derivatives, Blair and Webb ${ }^{27}$ found that $q_{0}$ and $\mu$ are the most important indices in determining pharmacological activity. Our results indicated (eq 28) that variations in the charge densities ( $q_{1}$, $q_{3}$, and $q_{4}$ ) might also affect the experimental activities.
The plots of the components $X_{2}{ }^{Y}$ against $X_{1}{ }^{Y}(\mathrm{Y}=\mathrm{I}-\mathrm{III})$ showed that the data points representing the benzylamines ( $Y=\mathrm{I}$ ) and the benzodiazepine ( $Y=\mathrm{III}$ ) derivatives were grouped (Figure 1). As for the benzylamines, there were three groups that corresponded to the chlorine derivatives,
(34) Free, S. M,; Wilson, J. M. J. Med. Chem. 1964, 7, 395.
the methyl, fluoro, and trifluoromethyl derivatives. Within each group, $X_{1}{ }^{\mathrm{I}}$ and $X_{2}{ }^{\mathrm{I}}$ were independent. This is a balanced data set. Two groups could be identified for the benzodiazepines, the first one corresponds to 1-methyl derivatives and second one to derivatives containing H in position 1 . Within both groups, $X_{2}{ }^{\text {III }}$ was linearly related to $X_{1}{ }^{\text {III }}$. The centroids of the groups are relatively far away, what might contribute to the success of principal component analysis in this series. The tetracycline data set was not grouped, but after the data point related to molecule 12 in Table II was removed, the components $X_{1}$ II and $X_{2}{ }^{\text {II }}$ became linearly dependent (Figure 1). This means that the first component may be more important in explaining the dependent variable than indicated by eq 17.

Principal components regression should not be used if more or less independent sets of substituent constants are used to derive QSAR. ${ }^{13,35-37}$ Principal components regression employing quantum chemical or experimental physicochemical indices may be used to derive QSAR if the molecular mechanism of the drug-receptor interaction is not known and none of the theoretical indices is an adequate parameter. The importance of the experimental indices has to be emphasized, since many of them, like the partition coefficient, cannot be calculated exactly. ${ }^{38}$ Experimental indices could be combined with quantum chemical indices in principal components regression.
For sets I and II the number of essential components as determined by the "eigenvalue larger than one" criterion was higher than the number of components that were important in explaining pharmacological activity. However, it seems that the "eigenvalue larger than one" criterion should be used cautiously, since factors still important may be omitted (set III).

In summarizing this discussion it can be concluded that principal components regression can be used to derive QSAR if many strongly interrelated variables are considered, since it defines the number of significant, independent components, being less than the number of primary indices.
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# Ultra-Short-Acting $\beta$-Adrenergic Receptor Blocking Agents. 3. Ethylenediamine Derivatives of (Aryloxy)propanolamines Having Esters on the Aryl Function 

Paul W. Erhardt,* Chi M. Woo, ${ }^{\dagger}$ William L. Matier, ${ }^{\ddagger}$ Richard J. Gorczynski, ${ }^{8}$ and William G. Anderson ${ }^{\perp}$<br>American Critical Care, McGaw Park, Illinois 60085. Received December 10, 1982<br>Various ethylenediamine derivatives have been incorporated into the nitrogen substituent of certain short-acting (aryloxy)propanolamine systems that contain esters on their aryl functions. Although several of these compounds showed durations of action comparable to their prototypes, most of the nitrogen substituents significantly prolonged the duration of $\beta$-adrenergic blockade. Similarly, while one of the compounds showed appreciable cardioselectivity in vitro, generally, little enhancement of cardioselectivity was obtained. A brief discussion of structure-activity relationships observed for the ethylenediamine derivatives is presented.

As part of a program intended to produce short-acting $\beta$-adrenergic receptor blocking agents, ${ }^{1}$ we previously described the syntheses and pharmacology of several (aryloxy)propanolamines that contained ester moieties incorporated into their nitrogen substituent ${ }^{2}$ and aryl functions. ${ }^{3}$ These studies revealed that when certain ester and alkyl ester groups are placed on the aryl function, short-acting $\beta$-blockers can be obtained. Furthermore, when the aryl substitution pattern is para, compounds exhibit moderate $\beta$-blocking potency and tend to be cardioselective, whereas potent, nonselective compounds result from ortho substitution (e.g., compounds 1 and 2 in Table I). An attempt to obtain both high potency and cardioselectivity by combining an o-carboalkoxy system with the 3,4-dimethoxyphenethyl nitrogen substituent ${ }^{4}$ (compound 3) caused the duration of action to increase considerably.

Our interest in obtaining cardioselective short-acting compounds was two-fold: first, potential problems associated with $\beta_{2}$-blockade in the airways should be less; and, second, $\beta_{1}$-selectivity would decrease the possibility that the balance between $\alpha$ - and $\beta_{2}$-adrenergic control could be disrupted in favor of $\alpha$-induced vasoconstriction in the coronary vasculature. The latter possibility could result in coronary vasospasm ${ }^{5}$ and exacerbate certain of the cardiovascular pathologies ${ }^{6}$ envisioned for therapy with an ultra-short-acting $\beta$-blocker. ${ }^{1}$
In this report we describe several additional potent ocarboalkoxy derivatives where a variety of ethylenediamine moieties ${ }^{7-9}$ have been employed in an attempt to enhance cardioselectivity. These compounds are listed in Table I.
Chemisty. The syntheses of the test compounds followed established procedures. Methyl or ethyl salicylate was treated with epichlorohydrin, ${ }^{2,3}$ providing key intermediate epoxides, which were then opened with the appropriate diamines to produce $\mathbf{4 - 2 0}$. The diamines re-

[^7]quired for 16-20 and 22-24 were commercially available, and those for $4-15$ were prepared by literature methods. ${ }^{8-10}$ Compounds $22-24$ were prepared starting from methyl 4 -hydroxybenzoate, compound 27 was prepared starting from 2 -methylphenol, and compound 25 was prepared starting from $o$-hydroxycinnamic acid after esterification with methanol. ${ }^{2}$ Compound 26 was obtained from 25 by catalytic hydrogenation. The preparations of 1-3, 21, and 28 have been described previously. ${ }^{2,3}$

Chemical data for the test compounds are listed in Table I. A representative synthesis is provided under Experimental Section.

## Results and Discussion

Compounds were first screened in vitro in guinea pig right atrial and tracheal preparations. ${ }^{2}$ Compounds showing $\mathrm{p} A_{2}$ values equal to or greater than 7.0 were then tested for their duration of effect in a canine preparation following a 3 -h intravenous infusion. Infusion rates were adjusted to produce approximately $50 \%$ inhibition of isoproterenol-induced tachycardia. Isoproterenol challenges were performed at $10-\mathrm{min}$ intervals before, during, and after the infusion of test compounds.

In the first series, amides 4-7, a very small increase in cardioselectivity compared to 1 was obtained based on in vitro data. These compounds possessed durations of action somewhat longer than our desired value of approximately $10 \mathrm{~min} .{ }^{2,3}$ Cardioselectivity was not observed for sulfon-
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